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Fig.1. Schematic visualization of the propagation of earthquake waves at the Earth’s surface 
where the faster P and S body waves have travelled further than the Love and Rayleigh surface 
waves that produce much higher amplitudes.

EuQuake project develops earthquake scenarios in Europe
Sanna Pyysalo

Seismic hazards and ground motion am-
plitudes will be better estimated in the 
future thanks to the EuQuake project. Its 

research results were achieved using super-
computing resources offered by DEISA. The 
project started in June 2008 and ended in Au-
gust 2009.

Seismic waves generated by earthquakes car-
ry a wealth of information on the Earth’s interior 
structure and the behaviour of the earthquake’s 
source. The aim of the EuQuake project, car-
ried out by the Section of Geophysics of the 
Department of Earth and Environmental Sci-
ences at the Ludwig Maximilian University of 
Munich, Germany, was to calculate theoreti-
cal seismograms for given three-dimensional 
velocity models and earthquake sources. The 
research group was led by Dr. Martin Käser 
and used new numerical algorithms and high-
performance computing (HPC) to achieve this 
goal. The project was largely funded by the 
Emmy Noether Programme of the German Sci-
ence Foundation. Numerical simulation algo-
rithms are the central tool for modelling and 
explaining fi eld observations at seismological 
stations on the European continent. By mini-
mizing the difference between synthetic and 
observed seismograms it is also possible to re-
cover information on the physical properties of 
the subsurface structure below Europe.

“Improved understanding in this fi eld will 
allow us to better estimate seismic hazard, 
ground motion amplitudes and the conse-
quences of ground shaking after earthquake 
events, for example via real-time earthquake 
parameter determination in early-warning sys-
tems,” says Dr. Käser.

Many steps towards the goal

The main goal of the EuQuake project was to 
create a simulation software tool to be run on 
large supercomputers in order to produce ac-
curate synthetic seismic data sets for earth-
quake scenarios on the European continent.

In the fi rst part of the project, the technical 
prerequisites for large-scale simulations had to 
be met, and the necessary input data provided.

“Next, wave fi eld calculations were carried 
out for past earthquakes for which observations 
are available. In the future, it is envisaged that 
these calculations will be performed on a semi-
automatic basis, as soon as an earthquake oc-
curs,” Käser explains.

After the simulation, the waveforms are 
stored a format compatible with observational 
data in order to allow the application of the 
same processing tools to both empirical and 
synthetic results.

Models of the Earth´s crust are 

necessary

The main fi nding of the EuQuake project was 
that the crustal structure of the Earth has an 
enormous infl uence on arrival times of earth-
quakes and on seismic wave forms in particu-
lar, even though the layers it consists of are 

remarkably thin when compared to the di-
mensions of the European continent and the 
wavelengths of the propagated waves.

“We were able to show that we are still de-
pendent, to a high degree, on the simplifi ca-
tion of crustal models in order to represent the 
crust in numerical simulations. The automatic 
generation of accurate 3-D simulation setups 
for the ´on-demand´ computing of large syn-
thetic data sets is only in its infancy,” notes 
Käser.

Furthermore, the research group found that 
a quantitative measure for the frequency-de-
pendent effects of the fi ne-scale structure of 
the crust is crucial to successful simulation 
setups.

“Only with such a systematically evaluated 
error analysis can we create appropriate dis-
cretized models and give a quantitative qual-
ity measure to our synthetic seismograms.”
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Signifi cant results for earthquake 

research

Numerical and computational methodologies 
have dramatically improved in the past few 
years. Nevertheless, due to the complicated na-
ture of elastic wavefi elds and the long propaga-
tion distances of the waves, these calculations 
are computationally extremely expensive.

“Our research was unique, because we tried 
to consider with high levels of accuracy the 
geophysical and geometrical properties of the 
Earth’s crust – the fi rst 5–60 kilometres just be-
low the Earth’s surface,” Käser says.

This is particularly challenging because the 
top layer consists of highly heterogeneous ge-
ological material both vertically and laterally, 
is of variable thickness and has the dominant 
infl uence on the shape, strength and arrival 
time of the seismic signals and, therefore, on 
ground shaking.

The EuQuake project was very signifi cant for 
international research into earthquakes.

“It clearly showed that there is still a lot of 
work to be done towards the validation of the 
new European crustal models that are continu-
ously being put forward. Much research effort 
is being put into the integration of more and 
more geophysical data into the creation of new 
seismic velocity models.”

However, most modern simulation technolo-
gies still seem unable to take the resolution of 
these models fully into account, especially in 
the vertical direction. This means that accurate 
seismic wave propagation simulations after 
earthquake events are still limited to rough ap-
proximations of the crustal velocity models on 
a continental scale. Therefore, the ability to re-
liably predict ground motion in any given sce-
nario is currently not dependent on the avail-
ability of missing information or the resolution 
of the velocity models, but rather on the vali-

dation of these models and the corresponding 
discovery of their weaknesses or errors.

“EuQuake has shown that we only can over-
come these problems by investing in even more 
effi cient and accurate simulation technology, 
which will require close and long-term collab-
oration between seismologists, computational 
geoscientists, numerical mathematicians, soft-
ware engineers and computer experts from the 
most powerful HPC sites worldwide,” Käser 
states.

DEISA´s help was essential

Developments in the fi eld of seismology in re-
cent years have highlighted the need for mas-
sively 3-D simulation technology in order to 
understand and explain the information from 
an ever-increasing stream of seismic observa-
tions.

“We as computational seismologists are ab-
solutely dependent on the supercomputers as 
provided by HPC infrastructure of DEISA, with 
its distributed resources on huge parallel super-
computing systems,” emphasizes Käser.

In other words, studies like those of the Eu-
Quake project would simply be impossible 
without DEISA.

“This is why we believe that DEISA should 
play an important role in establishing a new 
working model for our CPU-intensive applica-
tions in the Earth sciences. We intend to embed 
the work started during the EuQuake project 
within further EU-wide initiatives and, in par-
ticular, to make efforts to establish an e-infra-
structure for Earth sciences on an international 
scale.”

Fig.3. Dr. Martin Käser

Technical box:

Computations for the EuQuake project were performed on HLRB II in Garching, Germany, 
MareNostrum in Barcelona, Spain, and Huygens in Amsterdam, The Netherlands. There were 
several test and production runs, which used from 128 to 2048 CPU cores per simulation. A 
total of approximately 600 000 CPU hours were invested in these simulations. To construct the 
discretized models, commercial software packages like ANSYS ICEM CFD and GAMBIT were 
used on local computers. The simulations were carried out by the in-house developed solver 
“SeisSol” for seismic wave propagation problems, coded in Fortran90 using MPI for paralleliza-
tion. Output visualization and data analysis were performed on local computers using MATLAB, 
PARAVIEW, and BLENDER.

More information: www.deisa.eu/science/deci/projects2007-2008/EuQuake

Fig.2. Color-coded discretization of the Earth’s crust and upper mantel (purple) using an unstructured 
tetrahedral mesh. The geometrical fl exibility of the mesh allows for the correct incorporation of major 
discontinuities such as the interface between the upper (yellow) and lower (blue) crust and the 
Moho-discontinuity.
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DEISA PRACE SYMPOSIUM 2010
10-12 MAY, CASA MILÀ, BARELONA

Monday, May 10 

12:00 Registration and lunch

14:00 Welcome

14:10 “World-wide Perspectives 1”

Montserrat Torné, Director General for Interna-
tional Cooperation and Institutional Relations, 

Ministry of Science and Innovation, Spain
Kostas Glinos, Head of Unit, DG INFSO, 

European Commission
José Muñoz, Acting Director, Offi ce of CyberIn-
frastructure, National Science Foundation, US

16:30-18:30 “World-wide Perspectives 2”

Akira Ukawa, Vice President, University of 
Tsukuba, Japan

Thomas Zacharia, Deputy Director, ORNL, 
Department of Energy, US

Catherine Rivière, GENCI, France, European 
Exascale Software Project EESP

Tuesday, May 11

9:00 “DEISA and PRACE Updates”

Thomas Lippert, FZJ, Germany: “PRACE Im-
plementation Phase”

Hermann Lederer, RZG, Germany: “DEISA 
Extreme Computing”

9:30 “Challenges in Computational 

Science 1”

Astrophysics:
Wolfgang Hillebrandt, MPI for Astrophysics, 
Germany: “Modelling Cosmic Explosions”

Materials Science:

Thomas Schulthess, ETHZ & CSCS, Switzer-
land: “Ab initio Calculation of Free Energies in 

Nanoscale Systems”

11:10 “Challenges in Computational 

Science 2”

Earth Sciences:
Jose Maria Baldasano, Earth Sciences Dep, 

BSC, Spain
Fusion for Energy:

Laurent Villard, EPFL, Switzerland: “HPC Sim-
ulations of Magnetic Fusion Plasmas”

Life Sciences:
Ivo Gut, Centro Nacional de Analisis Genom-

ico, Spain

14:30 “Extreme Computing 1”

Richard Kenway, University of Edinburgh, UK: 
“Solving the Mysteries of Quarks” (Particle 

Physics / QCD)
Ilpo Vattulainen, Helsinki University of Tech-

nology, Finland: “Physics of biological sys-
tems” (Life Sciences)

Stephan Stellmach, University of Muenster, 
Germany: “Turbulent transport in buoyancy-

driven geophysical fl ows” (Earth Sciences)
Roel Verstappen, The Netherlands:

“Regularizing isotropic turbulence”(Engineering)

16:40-18:00 “Technology for the Future”

Jesus Labarta, BSC, Spain: “Programming 
models and tools”

Ana Bela Dias, NCF, The Netherlands: “Access 
to PRACE systems”

Herbert Huber, LRZ, Germany: “Emerging 
and future technologies”

 20:30 Conference Dinner

Registration and more information:
http://www.deisa.eu/news_press/symposium

Wednesday, May 12 

9:00 “Using DEISA/PRACE & TERAGRID”

Peter Coveney, University College London, UK
“Towards Accurate and Precise Patient-spe-

cifi c Treatment Using Large-Scale Free Energy 
Calculations”

9:30 “Extreme Computing 2”

Marco Bernasconi, Università Milano Bic-
occa, Milano, Italy: “Ab-initio study of GeSbTe 

phase change alloys” (Materials Science)
Stefan Gottloeber, Astrophysical Institute 

Potsdam, Germany:“The Small Scale Structure 
of the Universe”(Astrophysics)

Philip Eric Hoggan, CNRS, France: “Slater 
Type Orbital Project for Quantum monte carlo 
large molecule simulations” (Molecular Quan-

tum Chemistry / QMC)

11:30 “Extreme Computing 3”

Patrick Joeckel, DLR, Germany: “Coupling the 
Chemistry in Earth System Models on multiple 

Scales” (Earth Sciences)
Vassilis Theofi lis, Universidad Politécnica de 
Madrid, Spain: “Global instability Analysis of 

Turbulent Separated fl ows” (Engineering)
Sandor Katz, Department of Theoretical Phys-
ics, Eötvös University, Hungary: “Lattice QCD 

thermodynamics with improved dynamical 
fermions” (Particle Physics / QCD)

Michael Martinez, Klaus Tschira Fund, EML 
Research GmbH, Heidelberg, Germany

“Multiscale simulation of membrane associat-
ed multiprotein complexes” (Life Sciences)

13:05 Closing remarks and lunch

PROGRAMME
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Europe’s HPC infrastructure DEISA an-
nounced that the number of proposals 
received for the DEISA Extreme Comput-

ing Initiative (DECI) had jumped this year by 
62%  to a record 122 applications. Proposals 
submitted this year involve researchers from 30 
countries - 22 in  Europe and eight  from the 
continents of America, Asia, and Australasia. 
More than half a billion compute-hours have 
been requested, an over-subscription by a fac-
tor of ten.

Researchers applying to DECI are hoping 
to be given access to Europe’s most powerful 
supercomputers at one or more of the 13 DE-
ISA partner sites which operate fi fteen of the 
Top 100 supercomputers in the world. For the 
fi rst time this year, national supercomputers in 
Switzerland and in Sweden will be available 
via DECI, in addition to the national supercom-
puters in Germany, UK, France, Italy, Spain, the 
Netherlands and Finland.

Through DECI, now in its sixth year of opera-
tion, scientists from 35 countries have tackled 
a wide range of scientifi c challenges in materi-
als science, astronomical science, particle and 
plasma physics, earth sciences, biological sci-
ences and engineering. Successful projects are 
chosen for their potential to achieve ground-
breaking scientifi c results through the use of 
supercomputers, enabling them to run more 
detailed and accurate simulations of scientif-
ic problems than was previously possible. Staff 
from DEISA work closely with the researchers 
on each project, providing specialist applica-
tions support to optimise the scientifi c codes 

and deploy them on the most appropriate ar-
chitecture.

Alison Kennedy, Coordinator of DECI said, 
“DEISA is delighted that the computational sci-
ence community has demonstrated how much 
it values the important role which DECI plays 
in enabling collaborative European computa-
tional science. The response to the latest call 
has been overwhelming, in terms of both the 
quantity and quality of proposals received. We 
hope to support as many projects as possible.”

Jukka Heikkinen from Finland is one of the 
scientists who has participated in several col-
laborative DECI projects. He said, “Realiza-
tion of fusion energy for future requires today 
a vast amount of simulations of microscopic 
plasma turbulence at real size of the burning 
fuel. This is possible only with massively par-
allelized kinetic particle codes which can be 
only run in world’s top supercomputers. DECI 
has made some of the best European super-
computers available to the fusion scientists de-
veloping the plasma turbulence codes. It has 
helped, in particular, in characterization of tur-
bulence in several tokamak experiments and 
in understanding the plasma energy confi ne-
ment transition at the tokamak plasma edge. In 
addition to providing fl exibility and quickness 
in distributing the runs on several computers, 
speeding up thus the science making, the DECI 
scheme has enforced the harmonization of the 
user solutions for coding and library use. The 
latter has made the codes more independent 
of the computer architecture, helping thus the 
world-wide integration of the codes.”

DEISA Extreme Computing Initiative (DECI)
Attracts Record Number of Proposals

- Introduction to High Performance 

Computing

- Introduction to the DEISA 

Infrastructure

DEISA is running two training cours-
es at University College, London, in 
early May 2010. Both will be based 

around a number of practical programming 
exercises. No prior knowledge is assumed for 
either of the courses.

The fi rst course on Wednesday 5th May is 
an "Introduction to High Performance Com-
puting". It will cover the fundamentals of mod-
ern HPC architectures and the two major par-
allel programming models: shared variables 
and message passing. Practical sessions will 
involve running existing parallel programs to 
investigate issues such as performance and 
scalability.

The second course on Thursday 6th May is 
an "Introduction to the DEISA Infrastructure". 
This will cover the basic aspects of the DEISA 
distributed supercomputer environment and 
the software tools that are used to access it, in-
cluding the Application Hosting Environment 
(AHE). Practical sessions will involve installing 
software on the desktop and using it to access 
the DEISA systems.

Courses are available free for academic at-
tendees. If the courses become over-sub-
scribed, preference will be given to members 
of the Virtual Physiological Human Network of 
Excellence.

Those attending are encouraged to use their 
own laptops for both courses.

To register, please fi ll in the form at:

www.epcc.ed.ac.uk/training-education/

course-registration-form/ 

Next training courses 
at University Collage, 
London on 5-6 May 
2010

DEISA TRAINING

CPU-h requested and awarded in previous DECI proposals


