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Abstract—We develop the concept of joint time-frequency estimation of wireless channels. The motivation is to optimize channel usage by increasing the signal-to-noise ratio after demodulation while keeping training overhead at a moderate level. This issue is important for SISO and MIMO systems but particularly so for the latter. Linear operators offer a general mathematical framework for symbol modulation in channels that vary both temporally and spectrally within the duration and bandwidth of one symbol. In particular, we present a channel model that assumes first-order temporal and spectral fluctuations within one symbol or symbol block. Discrete prolate spheroidal sequences (Slepian sequences) are used as pulse shaping functions. The channel operator in the Slepian basis is almost tridiagonal and the simple intersymbol interference pattern can be exploited for efficient and fast decoding using Viterbi’s algorithm. To prove the concept we use the acoustic channel as a meaningful physical analogy to the radio channel. In acoustic 2x2 MIMO experiments our method produced estimation results superior to first-order time-only, frequency-only, and zeroth order models by 7.0, 9.4 and 11.6 db. In computer simulations of cellular wireless channels with realistic temporal and spectral fluctuations, time-frequency estimation gains us 12 to 18 db over constant-only estimation in terms of received SNR when signal-to-receiver-noise is 10 to 20 db. The bit error rate decreases by a factor of two for a binary constellation.
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I. Motivation

We propose a new modulation scheme for wireless channels that vary both temporally and spectrally. It is a computationally feasible method that can estimate temporal and spectral variations within one symbol, while using only a modest number of extra training sequences. Generally, one can expect to raise the signal-to-noise ratio after demodulation by applying more realistic modeling to the physical layer. We suggest that systems that vary over both time and frequency (such as wireless channels) can be approximated most efficiently with models that allow for variations in both of those dimensions. By most efficient we mean that the overall number of parameters (training sequences or “pilots” in wireless) needed to achieve a certain estimation accuracy or signal-to-noise-ratio (SNR) is smaller than if one uses models that allow for variation of either only time, or only frequency, or neither. This concept is related to linear regression when a general, continuous time series is to be approximated locally by polynomials of low order. Successively higher order polynomials use more parameters per segment but can compensate by approximating the time series more accurately over longer segments. Figure 1 illustrates the principle for the two simplest functions: zeroth and first-order polynomials. The overall number of parameters is the same in both cases: in the lower plot we estimate one constant coefficient per interval \( \Delta \); in the top, a constant and a time slope coefficient need to be estimated every \( 2\Delta \). Since \( h(t) \) varies smoothly over time, the piecewise linear model takes time variation into account and yields a smaller total error. In wireless communications, the polynomial function for a given segment corresponds to the channel model, the accuracy corresponds to errors in fitting the channel, and the number of parameters to be estimated is directly proportional to the number of pilot symbols. The curve in figure 1 can be thought of as a temporally varying wireless channel. Since wireless channels also vary in frequency we should add a frequency axis perpendicular to the two existing axes. Channel variation would be drawn as a hyperplane \( h(t,f) \) over the time-frequency plane, and would be approximated locally by hyperplane segments of duration \( T \) and bandwidth \( B \). These blocks of duration \( T \) and bandwidth \( B \) are tiled to cover the entire time-frequency plane as shown in figure 2, and model function parameters are re-estimated for each block.
In current systems, channel models are either piecewise constant in a block (OFDM, CDMA without equalizing) or “frequency-only” models, i.e. time-invariant transfer function approaches (CDMA, TDMA with tap equalizing). The more general class of pertinent channel models, namely temporally and spectrally varying functions has not been exploited so far, even though it would be desirable from the viewpoint of resource efficiency. Current simplistic channel models require an unduly high proportion of symbols to be sacrificed for pilots since time-bandwidth blocks need to be chosen very small for the flat or stationary channel assumption to hold. With true time-frequency models one could use larger blocks and a smaller overall number of pilots because the model captures more of the actual channel. In other words, it is desirable to account for distortions by explicitly modeling them at the lowest possible level, the level of the pulse-shaping functions. If one allows distortions to propagate up to the decoding level — as simplistic models do — then more redundancy in form of pilots needs to be added in the first place. A recent suggestion to overcome the limitations of flat and stationary models is given by Kuroda [9], where the channel is allowed to have both temporal and spectral modulation over a larger time-bandwidth region. However, this is achieved by interpolating between smaller sub-blocks over which the channel is flat and stationary. The full efficiency benefits of time-frequency modulation cannot be realized in this way.

To our knowledge, the present study is the first approach that allows for simultaneous temporal and spectral channel variation within the smallest, or elementary, time-frequency block relevant to the scheme. We explore a model that allows for first order variations both in time and bandwidth. In other words, we estimate a constant part, a “time slope coefficient” and a “frequency slope coefficient” for every signaling block. Pilot and data symbols are carried by mutually orthogonal pulse shaping functions, all of which are spread over the entire block duration and bandwidth.

In any modulation scheme it is crucial to limit inter-symbol interference (ISI) to a computationally acceptable level. We show that time-frequency channel modeling need not imply a vastly increased complexity in decoding. Our choice of Slepian sequences as pulse shaping functions limits inter-symbol interference to only three neighboring symbols while minimizing out-of-block leakage.

The mathematical background of channel parameterization with linear matrix operators is discussed in section II. We wanted to test our scheme on real physical context and chose to do acoustic experiments. Section III explains why the inexpensive and easy-to-handle acoustic testbed provides a physically meaningful analogy to the wireless radio channel that justifies its use for the proof of concept that we attempt. Our idea can be used for both SISO (single-input single-output) and MIMO (multi-input multi-output) channels. We did both kinds of experiments but choose to present 2x2 MIMO results — as simplistic models do — then more redundancy in form of pilots needs to be added in the first place. A recent suggestion to overcome the limitations of flat and stationary models is given by Kuroda [9], where the channel is allowed to have both temporal and spectral modulation over a larger time-bandwidth region. However, this is achieved by interpolating between smaller sub-blocks over which the channel is flat and stationary. The full efficiency benefits of time-frequency modulation cannot be realized in this way.

To our knowledge, the present study is the first approach that allows for simultaneous temporal and spectral channel variation within the smallest, or elementary, time-frequency block relevant to the scheme. We explore a model that allows for first order variations both in time and bandwidth. In other words, we estimate a constant part, a “time slope coefficient” and a “frequency slope coefficient” for every signaling block. Pilot and data symbols are carried by mutually orthogonal pulse shaping functions, all of which are spread over the entire block duration and bandwidth.

In any modulation scheme it is crucial to limit inter-symbol interference (ISI) to a computationally acceptable level. We show that time-frequency channel modeling need not imply a vastly increased complexity in decoding. Our choice of Slepian sequences as pulse shaping functions limits inter-symbol interference to only three neighboring symbols while minimizing out-of-block leakage.

The mathematical background of channel parameterization with linear matrix operators is discussed in section II. We wanted to test our scheme on real physical context and chose to do acoustic experiments. Section III explains why the inexpensive and easy-to-handle acoustic testbed provides a physically meaningful analogy to the wireless radio channel that justifies its use for the proof of concept that we attempt. Our idea can be used for both SISO (single-input single-output) and MIMO (multi-input multi-output) channels. We did both kinds of experiments but choose to present 2x2 MIMO results since space does not allow us to present both. We think that time-frequency estimation may turn out to be most useful over time and frequency. This paper is exploratory. We do not mean to provide a conclusive study about decoding algorithms and bit error rates for a particular communication protocol. Rather this is a new and generic idea for improving SNR on the physical layer of wireless systems, enabling more sophisticated coding to build on top of that.

II. Mathematical background

A. Channel parameterization

The general theory of propagation in a cellular environment has been given in detail by Jakes [8], Proakis [12], and elsewhere. The time-variant impulse response $h(t, \tau)$ as the most general linear channel model, for the single-antenna case and in baseband notation, is given by the relation between the transmitted waveform $x(t)$, the received waveform $y(t)$, and receiver noise $\eta(t)$:

$$y(t) = x(t) + \eta(t)$$

This model considers the channel to consist of a continuum of multi-path components. $\tau$ are the delays of an infinite number of echoes at the receiver (“continuous scattering”). Their attenuation $h(t, \tau)$ varies over time due to Doppler effects, and it also varies with $\tau$, due to wavelength-dependent interference patterns at the receiver. Since overall channel fluctuation as a function of absolute time $t$ and delay $\tau$ appears stochastic, the channel is approximated by local linear fitting of a relatively simple model function to each of the time-bandwidth blocks in figure 2. Since we are working with signals sampled at a rate of $S = 1/\Delta$, we need to discretize our channel model. Let times and delays be discrete, $t_j = j \Delta$ and $(t - \tau)_i = i \Delta$, in order to obtain transmitted and received time series $y_j = y(j \Delta)$ and $x_i = x(i \Delta)$, where $i, j = 1, \ldots, n$ and $n = T S$. Then channel equation 1 for one block becomes

$$y_j = \sum_{i=1}^{n} h(j \Delta, (j - i) \Delta) x_i$$

Fig. 2. Dividing up the global time-bandwidth resource into blocks of duration $T$ and bandwidth $B$: channel model parameters need to be estimated for every block. If the channel varies both temporally and spectrally then both kinds of fluctuations should be included in the modeling to maximize the SNR after demodulation and to keep the training overhead low.
or, in matrix notation:
\[ \mathbf{y} = \mathbf{H}^t \mathbf{x} \quad (2) \]
where \( \mathbf{x} = [x_i] \) and \( \mathbf{y} = [y_j] \), and the \( n \times n \) elements of the channel matrix \( \mathbf{H} \) are \( H_{ji} = H^c_{ji} = D \cdot h(j \Delta, \Delta(t - i)). \) Note that \( \mathbf{H} \)

**To open the field of time-frequency modeling, we propose to work with a model function that features temporal and spectral variations of first order. Proceeding from conventional practice, one may begin by ignoring temporal and spectral variations and assuming the channel to be constant during short periods of time \( T \) and flat over small bandwidths \( B \). Thus, the channel model in that case would be a constant complex attenuation \( H^c \) over time: \( y_j^c = H^c x_j \), or, in matrix notation,

\[ y^c = H^c \mathbf{C} \mathbf{x} \]

\( \mathbf{C} \) is simply the \( n \times n \) identity matrix, and we call it the "constant operator" because it describes how a constant channel operates on the transmitted \( \mathbf{x} \). A natural extension to this simplistic model is to assume that the channel varied linearly over time, and thus one would use a model with both constant and linear parts as functions of time: \( y_j = y_j^c + y_j^l = H^c x_j + H^t j \Delta x_j \). In matrix notation, the temporally varying part is

\[ y^l = H^t \mathbf{T} \mathbf{x} \]

where \( H^t \) is the complex constant "time slope coefficient" and \( \mathbf{T} = [T_{ji}] = [j \Delta \cdot \delta_{ji}] \) is called "time operator" because this diagonal \( n \times n \) matrix multiplies \( \mathbf{x} \) by the linearly sampled time \( j \Delta = -T/2, \ldots , T/2 \) of a block. The next extension would be to proceed similarly for variations in bandwidth, and assume a linear variation in the channel over the band; a linear variation over frequency is simply handled in the Fourier domain, just as a linear variation over time is handled in the temporal domain. The \( n \times n \) Discrete Fourier Transform (DFT) matrix \( \mathbf{D} \) and its inverse (IDFT) matrix \( \mathbf{D}^\dagger \) are

\[ \mathbf{D} = [D_{kj}] = \left[ \frac{1}{\sqrt{n}} \exp(-2\pi ki jk/n) \right] \]
\[ \mathbf{D}^\dagger = [D_{jk}] = \left[ \sqrt{n} \exp(2\pi i jk/n) \right] \quad (3) \]

Therefore \( \mathbf{X} = \mathbf{D} \mathbf{x} \) and \( \mathbf{Y}^f = \mathbf{D} \mathbf{y}^f \) are the discrete Fourier transforms of \( \mathbf{x} \) and \( \mathbf{y}^f \), the latter being the part of the received signal that is due to spectral channel variation. The relation of the elements of \( \mathbf{X} = [X_k] \) and \( \mathbf{Y}^f = [Y_k^f] \) is defined as being \( Y_k^f = H^f \cdot k \nu \cdot X_k \). In matrix notation:

\[ \mathbf{D} \mathbf{y}^f = H^f \mathbf{F} \mathbf{D} \mathbf{x} \]

\( H^f \) is the complex constant "frequency slope coefficient", and \( \nu = B/n \) is the spectral resolution of the block. The diagonal matrix \( \mathbf{F} = [F_k] = [k \nu \cdot \delta_{ki}] \) is called the "frequency operator in the Fourier basis" since it linearly multiplies \( X_k \) by the discrete frequencies \( k \nu = -B/2, \ldots , B/2 \) of the band. In the time domain, the received signal due to first-order spectral variation is then

\[ y^f = \mathbf{F} \mathbf{x} = H^f \mathbf{D}^\dagger \mathbf{F} \mathbf{D} \mathbf{x} \]

The right- and left-multiplication of \( \mathbf{F} \) with the DFT/IDFT matrices describes the rotation of the frequency operator from the frequency basis to the time basis. \( \mathbf{F} = \mathbf{D}^\dagger \mathbf{F} \mathbf{D} \) is therefore the frequency operator in the time basis. Pulling everything together, our first-order time-frequency channel model is

\[ \mathbf{y} = \mathbf{H} \mathbf{x} = y^c + y^l = H^c \mathbf{C} \mathbf{x} + H^t \mathbf{T} \mathbf{x} + H^f \mathbf{F} \mathbf{x} \quad (4) \]

which is essentially a first-order Taylor expansion of the channel in both time and frequency and thus valid over small \( T \) and \( B \). The frequency operator \( \mathbf{F} \), and thus the whole channel operator \( \mathbf{H} \), do not have a simple structure in the time basis. Elements of considerable magnitude far off the diagonals indicate energy spilling (ISI) over a wide range of the transmitted time series.

The discrete SISO channel equation 4 can be easily generalized to the MIMO case with \( N \) transmit and \( N \) receive antennas. We introduce the notation here and carry it through the rest of this paper. However, the two new antenna indices \((\alpha, \beta)\) make the notation somewhat cumbersome. *Everything that follows can be read without loss of understanding by considering the SISO case*, which means ignoring all indices \( \alpha, \beta \), and letting \( N = 1 \). We suggest to do so for a first reading. In the MIMO case, equation 4 becomes

\[ \mathbf{y}_{\beta} = \sum_{\alpha=1}^{N} \mathbf{H}_{\beta \alpha} \mathbf{x}_{\alpha} \]
\[ = \sum_{\alpha=1}^{N} H_{\alpha \beta}^c \mathbf{C} \mathbf{x}_\alpha + H_{\alpha \beta}^t \mathbf{T} \mathbf{x}_\alpha + H_{\alpha \beta}^f \mathbf{F} \mathbf{x}_\alpha \quad (5) \]

\( \alpha, \beta = 1, \ldots , N \) are the transmit and receive antenna indices and the channel \( \mathbf{H}_{\beta \alpha} \) is a rank 4 tensor \((n \times n \times N \times N)\) because we need to describe \( N \times N \) transmission paths for every instant in time. Constant, time, and frequency operators are the same as in the SISO case. The constant attenuation \( H_{\beta \alpha}^c \), time slope coefficients \( H_{\beta \alpha}^t \), and frequency slope coefficients \( H_{\beta \alpha}^f \) are now elements of three \( N \times N \) matrices, with three complex numbers characterizing each propagation path \( \beta \alpha \).

**B. The Slepian basis**

Our goal is to devise a computationally feasible decoding algorithm. This is the motivation behind rotating equation 5 to a more parsimonious basis, the basis of a carefully chosen set of pulse-shaping functions. For the first-order time-frequency model the Slepian basis is a suitable basis. Its basis functions are the *discrete prolate spheroidal sequences*, (short dpss), or *Slepian sequences* in honor of their main proponent in signal processing, David Slepian [14], [15]. The dpss are a set of orthonormal sequences of length \( n = T S \), with the defining property that they are the set of orthonormal sequences that is maximally concentrated in energy within the chosen bandwidth \( B \) (\( S \) is the sampling rate). For details see [14], [15]: a method for efficient computation of the dpss is given in the appendix of [17]. Figure 3 shows a plot of the first three dpss, for parameters typical of our acoustic experiments.
We can compute \( n \) orthogonal Slepian functions, but after the first \( K = T B - 1 \) functions there is a sharp drop in the relative amount of energy concentrated in the band \( B \). The first \( K \) functions together account for more than 95% of the energy contained in \( B \). Loosely speaking, \( K \) is the number of orthonormal functions that can be accommodated by a time-frequency block of duration \( T \) and bandwidth \( B \), which is expected from the uncertainty principle of time and frequency (derived for example in [11]).

### C. Channel operators in the Slepian basis

The time operator \( T \) and the frequency operator \( F \) both show the same kind of sparseness in the Slepian basis: only the upper and the lower diagonals contain non-zero elements. It is this time-frequency symmetry of the dpss that we will be exploiting for quick decoding. In the context of spectral analysis, the particular shape of the two operators was originally developed for and applied to the analysis of non-stationary time series (see [18] and [17]; also refer to [19] for a summary): they give estimates for the time and frequency derivatives of a spectrum. One way of understanding the origin of the sparseness and the symmetry is to realize that the dpss are closely related to the eigenfunctions of the harmonic oscillator in quantum mechanics, a problem that has been studied extensively (e.g. [3]). These eigenfunctions describe the location probability of a particle trapped in a parabolic potential well. It is intuitively plausible that the solutions to this kind of concentration problem would be similar to the solutions of maximally concentrating orthogonal functions in time. The difference is that the dpss are strictly concentrated between \(-T/2\) and \( T/2\), whereas the harmonic oscillator eigenfunctions extend to \( \pm \infty \), although exponentially damped. The oscillator eigenfunctions are products of Hermite polynomials with symmetric Gaussian functions. Hermite polynomials \( u_k(x) \) can be computed using a simple recursion relation,

\[
u_{k+1}(x) = 2xu_k(x) - 2ku_{k-1}(x)
\]

therefore the \((k+1)\)th eigenfunction can be calculated if the \((k-1)\)th and \( k \)th ones are known. This recursion relation

1. It is somewhat arbitrary to choose \( K = T B - 1 \) instead of \( K = T B \). The \((T B)\)th sequence is the last one that still has most of its energy within \( B \), but because of its considerable energy spilling of about 30% we choose to exclude it. Another manifestation of the uncertainty principle is Shannon’s sampling theorem, according to which a signal of bandwidth \( B = 2W \) (positive and negative frequencies) needs to be sampled \( 2W \) times per second to be completely specified: the signal has \( 2WT \) degrees of freedom.

means that the position operator \( x \) is bidiagonal, i.e. all non-zero elements are found on the first upper and lower diagonals of the operator matrix, which is easily seen by rewriting the equation as

\[
xu_k(x) = \frac{1}{2}u_{k+1}(x) + ku_{k-1}(x)
\]

Since the position operator \( x \) directly corresponds to the time operator \( T \) in our time-frequency problem, it would be interesting to know if \( T \), too, is bidiagonal in the Slepian basis. The answer is “almost.” Since the dpss are truncated versions of the oscillator eigenfunctions, the above recursion relation does not carry over exactly, and the time operator does have non-zero elements off the two bidiagonals. However, if only the first \( K \) dpss are chosen as basis functions, the magnitudes of the elements off the bidiagonals are orders of magnitude smaller than those on the bidiagonals. For all practical purposes the \( K \times K \) time operator in the Slepian basis can therefore be considered to be bidiagonal. A time operator we computed for our acoustic experiments (\( K=11 \)) is shown in figure 4. Elements off the two bidiagonals are just barely or not at all visible; they account for only about \( 10^{-4} \) of the total energy.

The symmetry is due to another interesting property of the harmonic oscillator eigenfunctions: they are their own Fourier transforms (with appropriate scale changes). The same holds true for their time-sampled relatives: the dpss and their discrete Fourier transforms are identical except for appropriate scale factors (asymptotically the Slepians become Hermite functions [15]). Therefore the frequency operator in the Slepian basis is (almost) bidiagonal as well. While a plot of the frequency operator (the magnitude of its complex elements) looks so much like the time operator in figure 4 that it is not featured separately here, there is a critical difference between the two matrices that allows to distinguish between temporal and spectral channel variation. The time operator is real-valued and symmetric whereas the frequency operator is purely imaginary and skew-symmetric. Thus, \( C, T, \) and \( F \) are jointly
D. Channel modulation with Slepian sequences

Figure 5 shows the modulation/demodulation process for the single-antenna case. The first K dpss sequences are chosen as pulse-shaping functions and modulated by the K block symbols to transmit. The sum of these waveforms is transmitted, distorted by the channel, and received (carrier modulation and other technical details are omitted in this picture). The vector of K demodulated symbols \( \tilde{y}_\beta \) is obtained after passing the received time series \( y_\beta \) through a bank of K matched filters.\(^3\) For the \( N \times N \) MIMO case imagine N transmitters and receivers on either side. This procedure relates to the operators as follows. Let \( \Psi \) denote the \( n \times K \) matrix that has the first K dpss as its columns.

- Modulation: the length \( n \) time series \( x_\alpha \) transmitted by transmitter \( \alpha \) is a linear combination of \( K \) dpss,

\[
x_\alpha = \Psi \tilde{x}_\alpha
\]

where \( \tilde{x}_\alpha \) are the \( K \) digital symbols (pilots and data) to be transmitted.

- Demodulation: the length \( n \) received waveform \( y_\beta \) is demodulated by \( K \) matched filters \( \Psi^\dagger \):

\[
\tilde{y}_\beta = \Psi^\dagger y_\beta
\]

\( \tilde{y}_\beta \) are the \( K \) symbols demodulated at receiver \( \beta \).

The whole transmission equation in the Slepian basis is

\[
\tilde{y}_\beta = \Psi^\dagger y_\beta = \Psi^\dagger \left( \sum_\alpha \left( H^{c}_{\beta \alpha} C + H^{t}_{\beta \alpha} T + H^{f}_{\beta \alpha} F \right) \Psi \tilde{x}_\alpha \right) = \sum_\alpha \left( H^{c}_{\beta \alpha} \Psi C \Psi^\dagger + H^{t}_{\beta \alpha} \Psi T \Psi^\dagger + H^{f}_{\beta \alpha} \Psi F \Psi^\dagger \right) \tilde{x}_\alpha = \sum_\alpha \tilde{H}_{\beta \alpha} \tilde{x}_\alpha
\]

where \( \tilde{x}_\alpha \) are eigenfunctions of the Hamiltonian \( \mathbf{H} \).

Equation 7 expresses a direct relation between \( K \) transmitted and received symbols, not \( n \) instants in time as in equation 5 (usually \( K \ll n \)). Since each Slepian function spans the entire

\(2\)Insight into why Hermite/Slepian functions form a basis in which time and frequency have this symmetric relationship, can be obtained by studying the algebra of raising and lowering operators in the quantum mechanics of simple harmonic oscillators. Recall that the Hermite functions \( u_k(x) \) are eigenfunctions of the Hamiltonian \( \mathbf{u} = \frac{1}{2}(x^2 + p^2) \), and that the raising/lowering operators \( a = \frac{x - ip}{\sqrt{2}} \) and \( a^\dagger = \frac{x + ip}{\sqrt{2}} \) have the property that they are lower/upper diagonal in the Hermite basis: i.e.

\[
a^\dagger u_k(x) \propto u_{k+1}(x) \quad \text{and} \quad a u_k(x) \propto u_{k-1}(x)
\]

Thus, \( x = \frac{x - ip}{\sqrt{2}} \) and \( p = \frac{x + ip}{\sqrt{2}} \) are bidiagonal in the Hermite basis. Making the identifications \( x \leftrightarrow t \) and \( p \leftrightarrow f \) completes the analogy.

\(3\)The Slepian sequences would be stored in a look-up table. If that were inconvenient for some reason, another set of possible pulse shaping functions would be the sine tapers \( s_k(i) = \sqrt{2/(n+1)} \sin(\pi ki/(n+1)) \) where \( i = 1, \ldots, n \) and \( k = 1, \ldots, K \). These are orthonormal on \( [1, n] \) and have the advantage that, with the proper choice of \( n \), all the coefficients can be computed simultaneously with a FFT, that is in \( O(n \log n) \) operations. Their energy concentration properties are poorer than those of the Spleians, but adequate for cellular applications.

\(4\)Note that we are not making use of space-time coding \([4\), [5\), [16\] for now (each symbol is transmitted by only one antenna). This or other more sophisticated coding and training techniques could be implemented on top of the scheme that we propose.
the \(3N^2\) channel coefficients by minimizing
\[
(\hat{\mathbf{H}}_{\beta}^{[\text{II}]} - \sum_{\alpha} \mathbf{H}_{\beta\alpha}^{[\text{II}]} \hat{\mathbf{x}}^{[\text{II}]}_{\alpha})^2 \tag{8}
\]
\(\hat{\mathbf{H}}_{\beta\alpha}^{[\text{II}]}\) is the \(p \times p\) sub-matrix of the channel operator \(\hat{\mathbf{H}}_{\beta\alpha}\) that is associated with the pilot-carrying dpss. Since the parameters \(H_{\beta\alpha}^{[\text{I}]}\), \(H_{\beta\alpha}^{[\text{II}]}\), and \(H_{\beta\alpha}^{[\text{III}]}\) are multiplied linearly by the channel operator’s three components,
\[
\hat{\mathbf{H}}_{\beta\alpha} = (H_{\beta\alpha}^{[\text{I}]} \mathbf{C} + H_{\beta\alpha}^{[\text{II}]} \mathbf{T} + H_{\beta\alpha}^{[\text{III}]} \mathbf{F}), \tag{9}
\]
we can fit them in a least mean squares sense (\(3N^2\) unknowns, \(pN^2\) measurements) by solving equation 8. The numerical values of the pilot symbols need to be optimized such that the normal matrix resulting from this least squares problem has a reasonably low condition number (around 4 in our experiments).

**F. Quick decoding**

An adapted version of Viterbi’s algorithm [20], [21] can be used for decoding. We saw that, according to the model, every received symbol is determined by \(3N\) transmitted symbols. The channel operator \(\hat{\mathbf{H}}_{\beta\alpha}\) is tridiagonal; if the column index is \(k = 1, \ldots, K\), then its only non-zero elements are \(h_{k,k-1}^{[\text{II}]}, h_{k,k}^{[\text{II}]}, h_{k,k+1}^{[\text{II}]}.\) For all possible combinations of values that the \(3N\) transmitted symbols \(\mathbf{x}_{\alpha,k-1}, \mathbf{x}_{\alpha,k}, \mathbf{x}_{\alpha,k+1}\) could take, we compute a penalty \(P(\beta,k)\) as a measure of how well a particular combination explains the received symbol \(\mathbf{y}_{\beta,k}\). We chose the squared distance between received and predicted triplets,
\[
P(\beta,k) = \left( \mathbf{y}_{\beta,k} - \sum_{\alpha} (h_{k,k-1}^{[\text{II}]x_{\alpha,k-1}} + h_{k,k}^{[\text{II}]x_{\alpha,k}} + h_{k,k+1}^{[\text{II}]x_{\alpha,k+1}}) \right)^2,
\]
where the penalty function \(P(\beta,k)\) every sent symbol \(\mathbf{x}_{\alpha,k}\) influences \(3N\) received symbols, and a serious mismatch in explaining any of them would add to the penalty associated with that guess for \(\mathbf{x}_{\alpha,k}\). In the forward pass of Viterbi’s algorithm, we move through the Slepian index \(k = 1, \ldots, K\), calculating the penalties associated with all possible combinations of \(3N\) sent symbols. We obtain a minimum penalty, and the combination of the best fitting \(K \times N\) symbols associated with it, which is our best guess for what was sent. For a constellation of size \(M\), a data block length of \(K\), and a \(N \times N\) MIMO channel, the computational complexity of the least mean squares algorithm for a full channel matrix would be \(M^{KN}\), whereas it is \(M^N\) for the tridiagonal channel matrix described above. Thus, for small \(N\) (e.g. \(2 \times 2\), \(3 \times 3\) channels) the method presented in this paper provides a tractable scheme for treating both temporal and spectral variations in the channel.

**III. ACOUSTIC EXPERIMENTS**

**A. Why acoustics?**

As a proof of concept we tested the scheme on an actual physical system. For experiments we chose the acoustic rather than the wireless channel for two reasons. Firstly, it requires far less expensive equipment and is easy to handle due to the greatly reduced bandwidths. Our platform featured two stereo loudspeakers and two microphones from Radio Shack. Secondly, it has a much lower (spectral) coherence than the radio channel: in an indoors environment, the time-bandwidth product of a block is not much higher than 10. This makes it a particularly difficult test case for channel estimation and provides an excellent opportunity to observe the benefits of time-frequency estimation. We argue that the acoustic testbed provides a physically meaningful analogy because wave propagation aspects we are interested in are basically the same as in wireless. Polarization plays no role in our scheme. For the discussion that follows refer to table I for parameter conversion between the two channel types. The values given for the acoustic channel in table I were measured in the experiments we conducted in various indoor environments. For the indoor cellular wireless channel, the same room geometries were assumed, and values for temporal and spectral coherence were estimated from first principles (see below). The values for cellular communications in cars at 50 km/s and 150 km/s are empirical rule-of-thumb values.

<table>
<thead>
<tr>
<th>parameter</th>
<th>acoustics indoors</th>
<th>cellular wireless at 50 km/h</th>
<th>cellular wireless at 150 km/h</th>
</tr>
</thead>
<tbody>
<tr>
<td>wave velocity</td>
<td>340 m/s</td>
<td>3 - (10^8) m/s</td>
<td>3 - (10^8) m/s</td>
</tr>
<tr>
<td>carrier frequency</td>
<td>1–2 kHz</td>
<td>1 GHz</td>
<td>1 GHz</td>
</tr>
<tr>
<td>wavelength</td>
<td>34 cm</td>
<td>30 cm</td>
<td>30 cm</td>
</tr>
<tr>
<td>fading time</td>
<td>1–4 s</td>
<td>0.1–1 s</td>
<td>20–30 ms</td>
</tr>
<tr>
<td>fading bandwidth</td>
<td>5–20 Hz</td>
<td>1–10 MHz</td>
<td>30–50 kHz</td>
</tr>
<tr>
<td>coherence number</td>
<td>(\approx 10^4)</td>
<td>(\approx 10^6)</td>
<td>(\approx 10^5)</td>
</tr>
</tbody>
</table>

**TABLE I COMPARISON OF PARAMETERS FOR THE ACOUSTIC INDOOR CHANNELS OF OUR EXPERIMENTS, CELLULAR WIRELESS INDOOR CHANNELS OF THE SAME GEOMETRY, AND CELLULAR WIRELESS CHANNELS IN CARS. REFER TO SECTION III FOR DETAILS.**
spectral coherence for the geometry of the Bell Labs cafeteria is consistent with these expectations. (We do not conclude that the propagation coefficients actually are the same since there is no reason why they should be. We do conclude that order of magnitude estimation seems to work quite well.) Temporal coherence (spacing of temporal fades) of acoustic and radio channels can be expected to be roughly the same. In the case of Doppler effects, it is basically the inverse of the absolute Doppler shift, which depends on the wavelength and the speed at which the environment changes. When one is moving relative to standing wave patterns, temporal coherence is directly proportional to one’s speed. Figure 7 shows a measurement of time variation over 18 seconds of the acoustic channel in the Bell Labs cafeteria during lunch hour. The characteristic speed in this environment is that of people strolling to their lunch tables. Temporal fading in figure 7 is on the order of 2 seconds, which is reasonably consistent with the first principle estimate of 0.1–1 seconds for this room.

The important thing to realize is that the “coherence number” (product of temporal and spectral coherence) is about six orders of magnitude less in acoustic channels than in wireless. The number of symbols that we can accomodate in one signaling block \( K = TB - 1 \) will be a certain fraction of this coherence number. For a given SNR or number of pilots, this fraction will be greater if we can model both temporal and spectral fluctuations within a block. With a coherence number on the order of only 10, the acoustic channel is a very non-flat and non-stationary channel to communicate over, which provides an excellent opportunity to observe the benefits of time-frequency modeling. Wireless radio channels impose less severe constraints since their coherence number is several orders of magnitude higher. However, rapid temporal variation causes coherence to deteriorate significantly, for example when cell phones are used in cars (last column of table I). Pilots in current cellular systems still use up a substantial fraction of the total signaling resources, typically 5-10% in terms of time-bandwidth usage (and even more in terms of power but we do not consider the power aspect here). Pilot efficiency is a serious concern in real-world wireless.

### B. Results of 2x2 MIMO experiments

Ideally the block duration \( T \) and the block bandwidth \( B \) should be chosen such that the channel varies linearly in time as well as in frequency. To learn the characteristic temporal and spectral scales of our channels we took global measurements like figures 6 and 7, as well as measurements that probed many blocks with the highest possible frequency resolution \( K \) sinusoidal tones per block) or the highest time resolution \( K \) pulses per block). The curvature of these partial channel variations, plotted in the complex plane, provides a convenient measure for the amount of higher-order temporal or spectral fluctuations present in the system. We found that purely first-order frequency variation was a reasonable assumption for \( B/F = 4–8 \) Hz, depending on the room we were working in. Purely first-order time variation could be assumed for \( T/F = 1–3 \) s, depending on how fast people were moving around.

We conducted SISO and 2x2 MIMO experiments. Since space does not allow us to present all results, we choose to present MIMO results here for two reasons. Firstly we want to show that the harder MIMO case actually works even under the highly non-flat non-stationary conditions in acoustics.
four different channel estimation methods:

- first-order time variation only estimation

\[ \tilde{y}_\beta = H_{\alpha\beta}^c \tilde{C} \tilde{x}_\alpha + H_{\alpha\beta}^t \tilde{T} \tilde{x}_\alpha \]

- first-order frequency variation only estimation

\[ \tilde{y}_\beta = H_{\alpha\beta}^c \tilde{C} \tilde{x}_\alpha + H_{\alpha\beta}^f \tilde{F} \tilde{x}_\alpha \]

- zeroth-order (constant-only) estimation

\[ \tilde{y}_\beta = H_{\alpha\beta}^c \tilde{C} \tilde{x}_\alpha \]

We are interested in the time-only and frequency-only schemes because they constitute the “two halves” of the time-frequency model. For all four models, parameters were estimated from the same set of \( pN^2 \) symbols \( \tilde{y}_\beta^{[\text{m}]} \), \( \beta = 1, 2 \), by fitting to the data in a least mean squares sense. Performance criterion was the signal-to-noise power ratio (SNR) in db, summed over all \( N \times K \) block symbols.

\[
\text{SNR}_m = 10\log \left( \frac{\sum_{\beta=1}^{N} ||\tilde{y}_\beta^{[\text{m}]}||^2}{\sum_{\beta=1}^{N} ||\tilde{y}_\beta - \tilde{y}_\beta^{[\text{m}]}||^2} \right)
\]

\[
= 10\log \left( \frac{\text{var}(\tilde{H}_\alpha^{(\text{m})} \tilde{x})}{\text{var}(\tilde{H}_\alpha + \tilde{n} - \tilde{H}_\alpha^{(\text{m})} \tilde{x})} \right)
\]

(10)

where \( \tilde{y}_\beta^{[\text{m}]} \) are the \( K \) received symbols predicted by model \( m \), and \( \tilde{y}_\beta \) are the received symbols. \( \tilde{H}_\alpha^{(\text{m})} \) and \( \tilde{H}_\alpha \) are the estimated and the true channel in the Slepian basis, and \( \tilde{n} \) is the receiver noise. For every estimation method we thus divide the total symbol power by the total noise power due to model misfit or mis-estimation. The SNR performance of the three first-order models versus the zeroth-order model is shown in figure 10 for each of the 200 channel realizations. Plotted on the x-axes is the absolute SNR of the constant-only scheme, while the y-axis shows the relative gains SNR of the three first-order schemes over the zeroth-order scheme (for easier visual comparison, \( \text{SNR}_c \) is also plotted as the 0 db baseline). Clearly the \( \text{SNR}_{1f} \) scatterplot is shifted towards higher gains over the baseline than the time-only and frequency-only schemes. Time-frequency always did better than time-only or frequency only. In this particular experiment, spectral fluctuations \( B[H^f] \) were slightly higher on average than temporal variations \( T[H^t] \).

The scatterplots are summed up in figure 11, a histogram of relative gains of the three first-order schemes over the constant-only model (i.e. \( \text{SNR}_{1f} - \text{SNR}_c \), \( \text{SNR}_t - \text{SNR}_c \) and \( \text{SNR}_f - \text{SNR}_c \)). The time-frequency model shows the highest SNR gains in 2x2 acoustic MIMO experiments. Its average gain over the constant-only method is of 11.6 db, indicated by the dashed line. The peaks of the time-only and frequency-only gains are at lower SNRs; their average values are 2.2 db and 4.6 db, respectively. Note that the sum of these two values is much smaller than the average SNR of the time-frequency scheme: joint time-frequency estimation clearly is more than just the performance of the two partial schemes added up. Single antenna experiments in the same environment yielded results very similar to figures 10 and 11. In the SISO case, relative SNR gains of time-frequency estimation were about 3 db higher.
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The scatterplots are summed up in figure 11, a histogram of relative gains of the three first-order schemes over the constant-only model (i.e. \( \text{SNR}_{1f} - \text{SNR}_c \), \( \text{SNR}_t - \text{SNR}_c \) and \( \text{SNR}_f - \text{SNR}_c \)). The time-frequency model shows the highest SNR gains in 2x2 acoustic MIMO experiments. Its average gain over the constant-only method is of 11.6 db, indicated by the dashed line. The peaks of the time-only and frequency-only gains are at lower SNRs; their average values are 2.2 db and 4.6 db, respectively. Note that the sum of these two values is much smaller than the average SNR of the time-frequency scheme: joint time-frequency estimation clearly is more than just the performance of the two partial schemes added up. Single antenna experiments in the same environment yielded results very similar to figures 10 and 11. In the SISO case, relative SNR gains of time-frequency estimation were about 3 db higher.

Secondly, we think that our time-frequency approach could turn out to be most useful in contexts such as MIMO, where a disproportionately high pilot requirement mandates particularly efficient usage of the channel. The results below were obtained in an office room of approximately \( 4 \times 5 \times 3 \) m\(^3\). One person was asked to move around constantly. Block duration was chosen to be \( T=2 \) s, block bandwidth \( B=6 \) Hz, number of symbols \( KN = 11 \times 2 \), number of pilots \( pN^2 = 4 \times 2 \times 2 \), carrier frequency \( 1.5 \) kHz, sampling rate \( S=20 \) kHz. Estimates of temporal and spectral fluctuations are shown in figures 8 and 9 for 200 channel realizations of 2x2 MIMO channels. We plot the magnitudes of temporal fluctuation \( T[H^t] \), and the magnitude of spectral fluctuation \( B[H^f] \), both versus the magnitude of the constant channel component \( |H_0| \). Note that the mean values of \( T[H^t] \) and \( B[H^f] \) are of the same order of magnitude; both kinds of fluctuations cause comparable amounts of distortion. For the chosen block size, we compare four different channel estimation methods:

- first-order time-frequency model

\[ \tilde{y}_\beta = H_{\alpha\beta}^c \tilde{C} \tilde{x}_\alpha + H_{\alpha\beta}^t \tilde{T} \tilde{x}_\alpha + H_{\alpha\beta}^f \tilde{F} \tilde{x}_\alpha \]
We ran SISO simulations to investigate how the four different schemes compare for typical cellular wireless parameters. To make the results more tangible we chose $T=3.3$ ms and $B=30$ kHz, which are the block duration and bandwidth used by the TDMA air interface (25 kHz for GSM). We aim at simulating cell phone usage while driving, an everyday situation where moderate to severe channel fluctuations put current wireless systems under stress, and where improvements would have a significant impact. 30 kHz is comparable to the fading bandwidth in an outdoor cellular environment (30–50 kHz, see table I) so we expect substantial spectral fluctuations (phase variations on the order of $\pi$) in a block. 3.3 ms is of the same order of magnitude as fading time for cars moving on highways (6–10 ms). Time variations are expected to be somewhat less severe within a block than spectral variations for this particular choice of parameters, but still on the same order of magnitude. If $T$ and $B$ could be chosen freely in a wireless system, joint time-frequency estimation would perform most effectively if the magnitudes of time and frequency variation were exactly the same. We mimicked non-stationary multi-path propagation to compute scalar channel realizations. Two or three echoes with randomized gains, propagation delays, time slopes, and fractional Doppler shifts were added at the receiver. Magnitudes and phases of temporal and spectral variation are uncorrelated. For each of the four methods, $L = 5$ pilots were used to estimate the channel.

Due to our choice of parameters, the ratio between $B$ and fading bandwidth (around 0.8) is roughly two times larger than the ratio between $T$ and fading time (around 0.4). To model this difference we generated channels that, on average, varied roughly twice as strongly over frequency than over time. To characterize the magnitude of first-order variation we use the ratios $R_T = T|H^t|/|H^c|$ and $R_B = B|H^f|/|H^c|$ as estimated for a noise-free channel. We generated 10,000 channels with 30% to 60% first-order time variation ($0.3 \leq R_T \leq 0.6$), and 70% to 100% first-order spectral variation ($0.7 \leq R_B \leq 1.0$). For illustration, consider a channel with $H^c = (1 + 0i)$ whose spectral component starts out at $(0.75 - 0.25i)$ at $f = f_0 - B/2$ and ends up at $(1.25 + 0.25i)$ at $f = f_0 + B/2$; let its temporal component be $(0.8 + 0i)$ at $t = 0$ and $(1.2 + 0i)$ at $t = T$. Such a channel would satisfy our specifications since $R_B = |(1.25 + 0.25i) - (0.75 - 0.25i)|/|1 + 0i| = 0.707$, and $R_T = |(1.2 + 0i) - (0.8 + 0i)|/|1 + 0i| = 0.4$. The channels had only small to moderate fluctuations of order higher than one, which was judged by their curvature in the complex plane when probed at highest temporal or spectral resolution.

Each channel realization was run at different receiver noise
levels. On the x-axes figure 12 we plot signal-to-receiver-noise ratio (srnr), which is defined as the signal power after passing through the channel, divided by the power of the white Gaussian noise subsequently added at the receiver. The y-axis of the upper plot shows the received SNR values of equation 10 after demodulation for all four methods (constant-only, time-only, frequency-only, time-frequency). The middle plot shows SNR gains of the three first-order methods, relative to the zeroth-order (constant-only) method. It shows the same data as the top plot except that the performance of the constant-only scheme is taken as the 0 db baseline. The lower plot shows bit error rates (BER) for a two-symbol constellation using the Viterbi-style decoder described in section II-F. Cellular systems are designed to operate in the srnr regime between 0 db and 20 db, with occasional “bad” channel realizations falling into the region of rapid bit error increase below 0 db. For low receiver noise (srnr > 20 db), all methods are operating at their maximum performance, as indicated by the four flat curves in figure 12, top. The middle plot compares the relative performance of the four schemes: for srnr = 20 db, the SNR of time-frequency estimation is 18 db above that of constant only; time-only and frequency-only are still performing about 2.5 db and 7.5 db above constant-only. Clearly the performance of joint time-frequency modeling is far higher than the two partial first-order schemes added up. The bit error rates in this regime are 0.5% for time-frequency, 0.7% for time-only, 0.6% for frequency-only, and 1.0% for constant-only. At srnr = 10 db, the average relative SNR gains are still 12 db, 2 db, 6 db, respectively.

In contrast, at high receiver noise around srnr = −10 db, all four methods break down. The SNR vs srnr slopes in fig 12, top are all close to 1, indicating that the random receiver noise we put in simply reappears as estimation noise after demodulation. Differences between the schemes become apparent as srnr increases. The time-frequency curve keeps rising at a slope of one, which means that all temporal and spectral channel fluctuations get accounted for and only the added receiver noise stays unexplained. The slopes of constant-only, time-only and frequency-only level off and approach zero: the partial methods are interpreting the unmodeled spectral and/or temporal variations as noise. Time-frequency only levels off around srnr = 20 db when all first-order variations are accounted for and higher order variations, which are weak but nevertheless present due to the way we generate channel realizations, become the dominant source of estimation noise. Time-frequency also outperforms the other methods in terms of BER but the differences become smaller as the environment deteriorates. Below −3 db, BER rises exponentially and all schemes are doing equally bad.

The regime of srnr < −10 db and BER > 10% is of no practical interest. However, its seemingly counterintuitive behavior deserves a brief discussion. One might expect that receiver SNR would continue to deteriorate linearly below srnr = −10 db. Instead, all four curves level off toward values between −9 db and −15 db. This is a consequence of the definition of SNR in equation 10. As the added receiver noise $\hat{\eta}$ becomes overwhelming, the pilots become so noisy that the magnitude of the resulting channel estimate $\hat{H}^{[m]}$ is determined by the magnitude of $\hat{\eta}$ rather than staying close to the true channel $\tilde{H}_{tr}$. $\tilde{H}_{tr}$ becomes negligible in equation 10, and both $\hat{\eta}$ and $\hat{H}^{[m]}$ play the role of noise components. Since numerator and denominator now are highly dependent, the SNR values saturate. Time-frequency estimation still achieves the highest relative SNR because it fits the noise with three instead of two or one parameters. Time-frequency BER is slightly worse than for the other schemes: since its estimate is closer to the noise it is further from the (drowned) channel $\tilde{H}_{tr}$.

We saw that in the region where real-world wireless systems attempt to operate (srnr between 0 db and 20 db), BER decreases by a factor of two (from 1% to 0.5%) when first-order time-frequency estimation is used instead of constant-only. This result was obtained for a binary constellation. Given its high relative SNR gains the time-frequency scheme could support constellations with more symbols and still achieve the...
same BER as constant-only does on the binary constellation. For example, a SNR gain of 12 db (at \( \text{snr} = 10 \) db) corresponds to a factor of \( 10^{12/20} \approx 4 \) by which constellation symbols could be spaced more closely.

V. IMPLICATIONS FOR PILOT EFICIENCY

In order to give numbers for asymptotic SNR and pilot efficiency gains for the first-order time-frequency channel, we would need to know its distribution. The problem is studied in statistics under “calibration” or “inverse prediction”; a description of the bi-variate problem (i.e. first-order time-only or frequency-only) is given in [13] \$7.2.6\$ where the distribution is shown to be \( f_{n-2} \). To our knowledge, rigorous treatment of the multivariate complex case needs yet to be done but is beyond the scope of this paper. However, we get a feel for the method’s potential if we look at the (smaller) benefits of the first-order time-only model, as compared to constant-only. Jakes [8] discusses the classical Rayleigh fading model, where the covariance of fading is \( \text{ benefits of the first-order modulation by a factor of two for a binary constellation. These results were achieved for equal block, signaling power, and number of pilots. By comparison, the benefits of first-order time-only or frequency-only estimation are small if both kinds of fluctuations are actually present. The increase in estimation overhead (three parameters versus one for constant-only, or two for time-only and frequency-only) is small or moderate compared to the SNR gain. In terms of computation, Slepian sequences (dps) are ideal pulse-shaping functions for the first-order time-frequency channel because they limit inter-symbol interference to three symbols, thus allowing for quick decoding using Viterbi’s algorithm. Other time-frequency parameterizations could be treated with the formalism of linear operators presented here. MIMO communications require a larger fraction of the channel resource to be allocated to pilots. We think therefore that simultaneous treatment of temporal and spectral variations of the channel, as discussed in this paper, may prove critical in optimal usage of MIMO channels.

VI. CONCLUSIONS

We have proved the concept of time-frequency channel modeling in wireless communications. Experiments and simulations show that for our first-order scheme, received SNR increases significantly compared to models that do not take into account both temporal and spectral variations. In acoustic 2x2 MIMO experiments our first-order time-frequency modulation scheme yielded estimation results superior to constant-only modulation by 11.6 db. In cellular wireless simulations (SISO case) with moderate to severe channel fluctuations, we gain 12 to 18 db in terms of received SNR when signal-to-noise is 10 to 20 db. The bit error rate decreases by a factor of two for a binary constellation. These results were achieved for equal block, signaling power, and number of channels.
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